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Chapter 1

Ultra Wide-Band Communication

1.1 Definition of Ultra Wide-Band system

The Federal Communication Commission (FCC) [4] has defined UWB systems as those which
have an absolute bandwidth larger than 500 MHZ and f. larger than 2.5 GHZ, or have a
Bifrqe larger than 0.2 for systems with f, lower than 2.5 GHZ. The f. is the frequency in
which the system has the maximum power density (shown in Figure 1.1) and the frequencies
fm and fr determine the location where the power spectral density is 10 db below the f..
Birqc is defined as
B
Bfrac = 7 (1.1)
where B is the bandwidth of the system.
In terms of High and Low frequencies, we have

= fH;FfL (1.2)
" 2(fu — 1)
 2(fm—JL

Bfrac - fH+fL (13)
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Figure 1.1: Low, central and high frequencies of an UWB system (from [28]).

1.2 Important features and applications of UWB

The following are some important features of ultra wide-band systems:

The most important characteristic of UWB is large bandwidth in comparison with
prevalent narrow-band systems.

One result of the large bandwidth of UWB is that due to the inverse relatioship of
time and frequency, the life-time of UWB signals is very short. Consequently, the
time resolution of UWB signals is high and UWB is a good candidate for positioning
systems.

UWRB systems are suitable for high speed communication due to their high bandwidth.

Another useful property of UWB is that it is permitted to occupy low carrier frequen-
cies, where signals can more easily pass through obstacles.

UWRB signals can be transmitted in base band so there is no need for Intermediate
Frequency (IF) multipliers in transceivers. This property can lead to less expensive
simpler hardware.

The high time resolution and short wavelength of UWB signals strengthen it against
multipath interference and fading.

UWB signals’ shape is similar to noise so there is a lower chance of eavesdropping.

1.3 Relationship of bandwidth with data rate and power

consumption

As indicated by the Shannon-Hartley theorem [23], there is a direct relationship between
capacity and bandwidth and an inverse relationship between bandwidth and power con-
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sumption. Their theorem states

S
C = Blogy(1+ ) (1.4)

where C is the capacity (bits/second), B is the bandwidth, S is the average received signal
power over B and N is the average noise over B. We observe that for a specific capacity we
consume less power with a larger bandwidth. Secondly, because % is under a logarithm, it
is easier to increase the capacity by increasing of the bandwidth instead of % It is common
to refer to % as SNR, the Signal to Noise Ratio. Figure 1.2 shows the relationship between

the bandwidth and the capacity for five different SNRs.
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Figure 1.2: Relationship between capacity, bandwidth and SNR (from [28]).

1.4 Impulse Radio (IR) : one method of using UWB

In this method, data is transmitted by low duty UWB signals and information of the symbol
is conveyed by position and/or polarity of the signals. Each symbol corresponds to one or
more signals. In the following example (Figure 1.3), two consecutive IR signals represent
one symbol. The IR signal can occupy one of the chip-intervals (7;) within a frame (7). A
time-hopping (TH) code is used for determining the accurate position of a signal in dedicated



time frame to decrease the chance of interference between UWB systems. In the following
example, the TH codes for the symbols are {2,1}, {2,3} and {1,0} respectively, so the
first and second signals are shifted by two and one chip-intervals respectively and so on.
In this example the information corresponds to the polarity of signals, so the IR stream
represents the binary data ”101”. This technique is commonly called Binary Phase Shift
Keying (BPSK).
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Figure 1.3: IR UWB signals (from [28]).

1.5 Regulation of UWB

Although it is a very useful property of UWB that it has a large bandwidth, this large band-
width can lead to interference with other narrow band systems. In order to solve this problem
some regulations are enforced by several organizations. One of the pioneer organizations in
this field is the Federal Communication Commission (FCC). Figure 1.4 demonstrates the
FCC’s regulation [4] for UWB systems. For UWB radio communication indoors, the FCC
part 15.517 requires following equivalent isotropically radiated power (EIRP) limits (1.1).
There are many other restrictions for operating of UWB systems in the USA (see [4]).
The general approach of all regulations is to restrict the power of signals to avoid collision
with other systems. In spite of this restriction, it is an important advantage that UWB is
license-free and benefits from co-existence which means that anyone can implement UWB
communications without any license in a dedicated range of power in a variety of frequencies.



Table 1.1: Limitation of indoor UWB systems radiating between 960MHZ and 10600MHZ

(from [4]).
Frequency in MHz | EIRP in dBm
960-1610 -75.3
1610-1990 -53.3
1990-3100 -51.3
3100-10600 -41.3
Above 10600 -51.3
E“;f‘,‘;’f,’“" 802.11a
Emitted Cordless Phones
Signal Microwave Ovens
Power
41dBmMhz |- BB B8 ___ ______ B ____ E00L15 Limk"
UwB
Spectrum
1.6 1.8 24 31 5 10.6
Frequency (Ghz)

Figure 1.4: FCC regulation for UWB systems (from [22]).



Chapter 2

Position Estimation

There are two approaches for positioning; direct and two-step. In the direct approach the
signal is used for positioning itself. In the two-step approach, positioning is based on pa-
rameters extracted from the signal but not the signal itself. One consideration is that in the
two-step approach, parameters may be extracted from similar but undesired signals; in the
direct approach, it is possible to verify the signal’s origin. The two-step approach imposes
less complexity and is close in performance to the direct approach, so the two step approach
is more prevalent in practice and is the focus in this report.

Received Position ) Paosition
signals 4 estimation estimate
ta)
Received Estimation of position- Positian Position
signals —N  related parameters [ estimation » ectimata
ib)

Figure 2.1: (a) The direct approach, and (b) the two-step approach to position estimation
(from [28]).



2.1 Signal parameters

2.1.1 Received Signal Strength (RSS)

The strength of a received signal is decreased by path loss (PL) which is proportional to the
distance between transmitter and receiver. So we can estimate the range to a target node

by measuring RSS. Ideally, the RSS matches P(d) in the following :

P(d) = Py — 10nlog,,(d/dy), (2.1)
where n is PL exponent, P(d) is the received power at distance d and P, is the received
power at reference distance dy.

There are two phenomena which affect the amount of PL. The first one is the multi-path
phenomenon. Simply, it means that several components of one signal have followed different
paths to the receiver, experiencing different amounts of PL.. We can overcome this problem
by choosing a long enough interval for the following integration

P(d) = %/0 |r(t)2dt (2.2)

where P(d) is the received power and r(t) is the received signal.

The second phenomenon is shadowing or large-scale fading. The main reason for this phe-
nomenon is a changing environment over long distance propagation. The effect of shadowing
is modeled with a log-normal random variable:

10log,, P(d) ~ N'(P(d),02,) (2.3)

where P(d) is the average received power and o2, is the variance of a Gaussian random

variable \.
For this model (2.3), the Cramer-Rao lower bound (CRLB) for estimating distance (see

[16]) can be expressed as
N n10 oy,
Var{d} > ——d 24
Vvar(d 2 2% (2.4

where d is an unbiased estimate of d. We observe that the bigger the PL exponent n
is, the smaller the lower bound is. In addition, a smaller distance d and smaller o, gives a
smaller lower bound.

In figure 2.2 the minimum standard deviation, o; = \/Var{d}, of several channels are
plotted.
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Figure 2.2: (a) Minimum standard deviation of several channels for RSS, with (b) the chan-

nel’s parameters (from [28]).

2.1.2 Time Of Arrival (TOA)

Time Of Arrival (TOA) gives us information about the distance between the target node
and source node for which the position is known. The target node’s position is on a circle
of radius d = cr, for ¢ = speed of light and 7 = time of arrival. The prerequisite of this
information is synchronization between the source and target nodes. The received signal at

the source node is represented by

r(t) = as(t — 1) + n(t),
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where 7 is the TOA, « is the channel coefficient and n(t) is white Gaussian noise with zero
mean and a spectral density of Ny/2 watts per hertz for N’ =normal distribution. In order
to extract TOA from the received signal, we search for the maximum correlation between
shifted versions of the template signal (s(t — 7)) and the received signal. The 7 which gives
the peak correlation provides an estimate of the TOA. For signal model (2.3), the CRLB is

- 1

VVar{t} > 2o ONTS (2.6)

where 7 is the estimated TOA, SNR = a?E /N is the signal to noise ratio, 3 is the

effective signal bandwidth and FE is the signal energy. One important property of TOA

is that, unlike the RSS, its accuracy is heavily dependent to the bandwidth of the signal.

Consequently, UWB systems can reach very precise ranging on the order of a few centimeters.
Figure 2.3 shows the effect of SNR and bandwidth on the accuracy of TOA estimation.
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Figure 2.3: Minimum standard deviation of TOA versus SNR for various pulse widths (from

[28]).

2.1.3 Time Difference Of Arrival (TDOA)

In this approach, the extracted parameter is the difference between arrival time of trans-
mitted signal (from the target node) to two source nodes. This parameter, by multiplying
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TDOA by the speed of light, gives us an uncertainty of the target node’s position in the
shape of a hyperbola as shown in figure 2.4.

Source node | Source node
Ei .
! « 4,

POSSIqu’ target node

Figure 2.4: The hyperbola indicated by TDOA (from [28]).

The merit of TDOA in comparison with TOA is that there is no need for synchronization
between source nodes and the target node. Source nodes however, do need to be synchro-
nized. In the TOA based approach for measuring TDOA, TOA is measured at two source
nodes which we call 7 and 75. As source nodes and target node are not synchronized, there
is a time offset in 7, and 7,. Since sources are synchronized with themselves, this offset is
equal in both measurements. Consequently, we can measure the TDOA as

TTDOA = T1 — T2, (2-7)

where 7rpoa is the estimation of TDOA. In this approach there is the same effect of band-
width as in TOA measurements.

The second approach to measure the TDOA is using cross-correlation between two re-
ceived signals. We know that there is some amount of offset between received signals so the
cross-correlation will reach a maximum when one of the signals is shifted with correct offset.
The cross-correlation equation is

1

= /0 (ol 4+ 7 (2.8)

where 71 (t) and 75(t) are the received signals and 7" is the observation interval. Then we
estimate TDOA, 7rpoa by

<Z51,2(7') =

TrpoA = argmax |¢1,2(7')| (2-9)
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where

argmax f(x) == {z[vy : f(y) < f(2)} (2.10)

The cross-correlation approach works well for white noise and single path channels but
in the case of multi-path channel or colored noise its performance decreases significantly.

2.1.4 Angle of arrival (AOA)

AOA is another parameter of the signal which includes information about the position of
the target node. In this case we estimate the angle, 1, between an array of antennas and
the target node regards to the delay between arrival of the signal to antennas. AOA gives
us an uncertainty region with the shape of a line, as depicted in figure 2.5.
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F 4
Source pode
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Figure 2.5: The angle between an antenna array and transmitting target node (adapted from
[28]).

The antenna array may be in different arrangements; the simplest one is the uniform
linear array (ULA) as shown in Figure 2.6. In the case of ULA, the delay between arrival of
the signals to the consecutive antennas is given by

_ lsiny
o

T (2.11)

where 7 is the delay, [ is the distance between consequent antennas, v is the AOA and ¢
is the speed of light.
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Figure 2.6: Uniform linear array of antennas (from [28]).

In order to measure the accuracy of the AOA approach, we formulate the received signal
to each of N, antennas by

ri(t) = as(t — 1;) + ni(t) (2.12)
where « is the coefficient of the channel, 7; is the delay for the ith antenna and n,(t) is
a white Gaussian noise with zero mean and spectral density of NVy/2. We can express the
delay of the signal received by the ith antenna as
d lz sin
, lsin(y)

T =
Cc Cc

(2.13)

where
N, +1

2

and d is the distance between the target node and the center of the antenna array.
The CRLB for estimating v is

. V3
Vartwy = V21V SNRB\/Nuy(N2 — 1)l cos b (2.15)

We observe that the accuracy of the AOA method is dependent on SNR, 3, N,, | and .
Our main interest is the effect of bandwidth on the accuracy since we can use signals with
very small pulse time in the UWB systems. Figure 2.7 depicts the effect of pulse width and
SNR on CRLB for angle of arrival. In this case, other parameters are assumed to be fixed.

L=

— ), (2.14)
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Figure 2.7: CRLB for angle of arrival versus SNR for several pulse-widths (from [28]).

We observe that increasing bandwidth (decreasing pulse-width) has a significant effect
on the accuracy. In other words, with high bandwidth we can gain high accuracy even with
low SNR. Consequently, UWB is a very good candidate for the AOA approach.

In figure 2.8 the effect of AOA on its estimation accuracy is depicted. We observe that
even for wide-band signals the accuracy will be decreased dramatically for angles bigger than
1 rad (57 degrees) or smaller than 1 rad. As one suggestion, we can use several antenna
arrays and weight the estimation of each array by the inverse of estimated angle.
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2.2 Position estimation using parameters

In this section we discuss methods of position estimation based on the parameters we cited
in the last section. There are two main categories of positioning methods.The mapping cat-
egory uses a calibration table which includes any of the above measurements corresponding
to known positions. This calibration table is produced prior to the positioning in a training
phase. One important consideration in mapping category methods is updating the calibra-
tion table of known positions which is challenging, especially in outdoor positioning systems.
Consequently, mapping category methods are not prevalent in outdoor applications. In this
report, our focus is on the non-mapping category which uses parameters extracted directly
from the signal instead of a pre-computed calibration table. The mapping category of posi-
tioning approaches has two sub-categories; geometric approaches and statistical approaches,
which are discussed separately in the next two sections.

2.2.1 Geometric approach

In the last section we observed that each of the signal parameters gives us an uncertainty of
the target node’s position; for example the RSS and TOA give us an uncertainty in the shape
of a circle while the AOA gives us an uncertainty in the shape of a line. In the geometric
approach, the position of the target node is determined by the intersection of uncertainty
regions computed on several source nodes. For example, in the case of RSS or TOA, we need

16



to know the distance between target node and three source nodes with known position, d;,
as shown in Figure 2.9
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Figure 2.9: The distance between source nodes and the target node is computed by RSS or
TOA. The target node’s position is estimated by intersection of three circles (from [28]).

We can compute the unique intersection of resulting circles which is our estimate for the
position of the target node. The following equation (from [28]), computes the position of
the target node, (x,y), based on determined distance of the target node, d;, from the source
nodes with the position (z;,y;)

(y2 —y1)71 + (Y2 — y3)72

v , 2.16
s 2a) s — ) (01— 22) (52— 93] (216)
_ (332 — 1‘1)’71 + (332 - 563)’72 (2 17)

2[(z2 — x1)(y2 — y3) + (22 — 23)(y1 — v2)]’ '

where

Mm=a3—x5+y; —y5+d3 — dj, (2.18)
Yo =t — by —ys +dy —di. (2.19)

The equation (2.16) is derived by solving these three equations (from [28]) jointly

&= o= 2P+ (g —yPi = 1.2 (220)



Using the AOA approach, we need only two source nodes (antenna arrays) to estimate
the position of the target node. As depicted in Figure 2.10, each measured AOA gives us
an uncertainty in the shape of a line; so, we can estimate the target node’s position as the
intersection of these two lines.

(X7, yq)
1
Source node w1

Target node

Source node

(X2, y3) V2

Figure 2.10: The angle, v;, between each source node and the target node limits the position
of the target node to a line (from [28]).
Each line gives an equation like

Y—Yi
r — T

tan ) = i=1,2 (2.21)

Solving the two equations jointly, we have (from [28])

v To tan g — x1 tan Py + y1 — Yo (2.22)
tan 1/)2 — tan ¢1

(xg — x1) tan g tan ¢y + y; tan iy — yo tan ¢y

tan wg — tan ¢1 ’

In the case of TDOA, we need three source nodes with known positions to obtain two
TDOAs. As explained in the previous section, TDOA is time difference of arrival of trans-
mitted signals from the target node, between two source nodes. One TDOA gives us an
uncertainty region in the shape of a hyperbola.

y = (2.23)
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Figure 2.11: Each TDOA determines a hyperbola. The position of the target node is esti-
mated by intersection of these two hyperbolae (from [28]).

The hyperbola region is described by the following equation :

din =di—dy = \/(90 - %)2 - (y - yi>2 - \/@ - 951)2 + (?J - yl)Qa for i = 2,3, (2-24)

where

dy = \/(x —21)2 — (y —11)% (2.25)

The position of the target node is estimated by solving the two equations of (2.24) jointly.
For detailed solution for the TDOA case see [21].

In addition to these cases, there are some combined approaches. In these combined
approaches several parameters are extracted and the position of the target node is estimated
by the intersection of different provided uncertainty shapes. As two examples TDOA/AOA
[5] and TOA/TDOA [19] are implemented. Figure 2.12 shows the TOA/AOA approach.
In this case we need only one source node with known position which has the ability of
measuring both TOA and AOA parameters.

19
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1.\ Source node

Figure 2.12: The position of target node is determined by the intersection of a line (AOA
measurement) and a circle (TOA measurement) (from [28]).

In this case we can estimate the position of the target node as

x=x1+dcosy,y =1y, +dsin, (2.26)

where 1 is the AOA and d is the TOA.

All of the positioning approaches mentioned in this section were based on an assumption
that there is no noise in measurements; so, uncertainty regions intersect in just one point.
In practice, we have always some amount of noise in our measurements. Thus, the result of
several measurements is more than one intersection. Figure 2.13 shows a result of noisy AOA
measurements. Since measured angles are not accurate, the resulting lines intersect in three
different points. Geometric approaches don’t give us any idea about estimating the target
node’s position in such cases. Consequently, we should consider statistical approaches.

20



Source node

Source node wz Source node

Figure 2.13: Three AOA uncertainty regions don’t have a unique intersection, due to the
noise in measurements (from [28]).

2.2.2 Statistical approach

Since geometric approaches cannot cope with practical noisy environments, usually statistical
approaches are used in practice. In this noisy framework, we define a model (adapted from
[28]) for noisy measurements as

where z is the result of a noisy measurement, f(xz,y) is the true value of this measurement
which is a function of target node’s position and 7 is the noise of this measurement. For the
techniques discussed in this section, f(z,y) is as follows (adapted from [28]) :

V(e =)+ (y — ys)? TOA/RSS
f(z,y) = ¢ arctan((y — ys)/(x — ys)) AOA (2.28)
\/(l’ - xs)z + (y - ys)Q - \/<$ - xcs)Q + (y - ycs)2 TDOA
where (z5, ;) is the known position of the source node, and (x.s, y.s) is the position of

the common source node for the TDOA technique. In vector-space notation, the cited model
is changed to (from [28])

z=f(z,y) +n, (2.29)

where z = [21...2n,, |7 f(z,y) = [fi(z,y)...fn,, (2, 9)]F and 5 = [p1..qn,,]7. N, is equal
to the number of source nodes in TOA, RSS and AOA approaches, and one less than the
number of source nodes in the TDOA approach. Assume that the noise which affects our
measurement is known except for a set of parameters, A. So, we have a vector of unknown

parameters, 6, as (from [28])
0 = [zyA"]" (2.30)
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where (z,y) is the position of the target node. In such problems, we can use parametric ap-
proaches to estimate the true value of 8. Two prevalent parametric approaches are Bayesian
and Maximum-Likelihood (ML) [2]. The Bayesian approach is useful in the case that some
prior information about @ is available. In this report, we assume no such prior information,
so, we focus on the ML approach. The ML approach finds @ which gives the maximum
probability for the observations. Formally, we can define @ estimated by the ML, OJ\AM, as

0,1, = arg max p(z|6). (2.31)
)

Since the function f(x,y) is deterministic, we can express the likelihood function, p(z|@) as

p(2|0) = py(z — £(2,9)(0), (2.32)

where p(.|0) is the conditional probability density function of the noise for a given pa-
rameter vector 6.

Positioning in the presence of independent noise

In the case of independent noise for all measurements we can express equation (2.32) as

p(210) = [T o e — i )l0) (2.33)

where z; is the ith measurement, f;(x,y) is the true value of the ith measurement and the
Pn, is the conditional probability density function of the ¢th measurement. The independent
noise assumption is reasonable for the AOA, TOA and RSS approaches. However, in the
case of TDOA, we have correlated noise for several source nodes’ measurements due to
the presence of the common source node. For systems working under LOS conditions, the
majority of the noise is thermal noise. We can model the noise of these environments as a
Gaussian zero mean random variable as

1 u?

pm(u) = ma‘eﬁp(—m)-

(2.34)

The unknown variables vector 6, reduces to [z,y]”7. Then the likelihood function in (2.33)
is expressed as

Nm

p(z|0) ! exrp (— Z (i = Jila, y))2) . (2.35)

= N, 2
2mNm /2 szni % i=1 207

With this expression of the p(z|@), the ML estimator for (2.31) is calculated by (from [28])

6, = arg min (i (2 = fi(:v,y))2> (2.36)

[z,y]T




where

arzg H;in flzyy) = {(z,y)|V(w, 2) : f(w,z) > f(x,y)}. (2.37)
.y

Equation (2.36) is a commonly used non-linear least squares (NLS) estimator [24]. In
the case of sufficiently large effective bandwidth and SNR the standard deviation of thermal
noise, o2, is given by m, where (3 is the effective bandwidth of the signal and SN R is
the signal to noise ratio[18]. We observe that the variance of the noise in each measurement
weights the measurement in an inverse manner, which matches our intuition that stronger
noise implies less accurate measurement. Several approaches are cited in literature to solve
(2.36) equation including gradient descent algorithms and linearization techniques using

Taylor expansion[12][15].

Positioning in the presence of dependent noise

Using TDOA approach we have dependent noise, since there is a common source node in all
TDOA measurements. In this case equation (2.33) is not consistent. We use multivariate
normal random variable to model the correlated noise of TDOA measurements. A random
vector x = (X1, Xa, ....., X)) is a multivariate normal random variable if any linear combi-
nation of its components, Y = a1 X7 + ao X5 + ..... + ap X}, is a normal random variable [9)].
The following notation is used for a k-dimensional multivariate normal random variable

X ~ Nk(ﬂ, 2) (238)
where p is a k-dimensional vector of univariate normal random variables’ mean as

w = [E[X), BIXa), ..., E[X,] (2.39)
and X is a k by k matrix of covariance between each pair of univariate normal random

variables as
Y[, 7] = Cov[X;, X;] fori=1,2,3,....k j=1,2,3, ..,k (2.40)

Modeling the correlated noise of TDOA measurement by multivaiate normal random
variable, the general form of likelihood function (2.32) is expressed as (from [28])

1 1 Tl
Then, the ML estimation of the 6 is expressed by
Orp = argmin {(z — f(z,y) — p)"S™ (2 — £(2,y) — p) + log [} (2.42)
6

Where unknown variables vector, 6, includes the position of the target node and unknown
parameters of 3 and p. If the average of noise is zero and the covariance matrix of correlated
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noise is known, the @ just includes the target node’s position, [x,y], and the ML estimation
is expressed by
6,1, = argmin(z — f(z,y)) 'Sz — f(z,y)) (2.43)
[z.9]"
which is called the weighted LS (WLS) solution [12].

We know that the majority of the noise in our measurements is the thermal noise and
Formerly, we modeled thermal noise with a zero mean normal random variable. In addition
we mentioned an equation for determining the standard deviation of this normal random
variable by the SNR and the effective bandwidth of the recieved signal. Then we determine
the covariance matrix of the noise in a TDOA measurement system which is based on (N,,+1)
TOA measurements as (from [28])

2 2 2 2
Ocs + 07 Ocs e Ocs
2 2 2 2
o ol.+o5 - o
cs cs 2 cs
Y= _ , (2.44)
2 2 2 2
ch ch o ch + ONm

where o; is the variance of the thermal noise in the ith TOA measurement for i =
1,2, ..., N,, and o is the variance of the thermal noise in the TOA measurement performed
by the common source node.

Positioning in the case of non line of sight (NLOS) propagation

In the most practical systems there are some obstacles between the target node and source
nodes. Therefore, signals transmitted by the target node have to pass a longer indirect path
to reach the source node. Figure 2.14 depicts the difference between NLOS propagation and
LOS propagation.

Source node

e

Target node.__

'NLOS

LOS\ . Source node

Figure 2.14: NLOS and LOS propagations (from [28]).

It is observable that NLOS propagation acts as a noise source regarding cited signal
parameters such as TOA, RSS and AOA; we call this noise NLOS noise. For example, the
TOA of the signal increases since it has to follow a longer path and the time of arrival is
affected by a positive noise. Due to NLOS propagation, the noise model in equation (2.34) is
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not accurate for NLOS cases. The NLOS noise is commonly modeled by a Gamma probability
distribution. The NLOS noise dominates the background noise modeled by equation (2.34).
In the next section we discuss an approach for mitigating NLOS noise by using a Kalman
filter.

2.2.3 Evaluating estimation by mean square error(MSE)

When an unknown vector, 0, is estimated as é, the accuracy of the estimation is commonly
evaluated by MSE as

MSE = E{(6 — 6)*} (2.45)

The CramrRao lower bound (CRLB) sets a lower bound for the MSE which is called
minimum mean square error (MMSE). Generally, when 6 is an estimation of the 8 based on
a set of measurements, z, the CRLB sets the lower bound of covariance matrix of estimation
as:

E {(é — ) - e)T} o (2.46)

where I is the Fisher information matrix (FIM) represented as

I, E {alogp(ZIO) (810gp(z|0)T> } (2.47)

00 00

In order to obtain a lower bound for the MSE, we represent MSE as the trace (sum of
diagonal entries) of the covariance matrix of estimation. Then CRLB obtains MMSE as

MSE = E{(0 — 6)*} = trace [E {(é —0)(6 — O)TH > trace [Ig™'] = MMSE  (2.48)

Here we explain the above equation with an example (from [28]) of a positioning system
based on the TOA approach. Consider there are IV, source nodes in the system, N of
which are in LOS and others are in NLOS condition. Without loss of generality, assume that
source nodes from 1 to Ny are LOS nodes. It is shown in [17] that the MMSE for such a
system, in the absence of statistical information about NLOS noise, is expressed as

Ny,
2 > SNR;
MMSEroa = Ny i—1 = 249
8m232 5" S SNR,SNR; sin®(¢; — 1))

i=1j=1

where SN R; is the signal to noise ratio of the ith source node, ¢ is the speed of light,
is the effective bandwidth and 1); is the angle between the ith source node and the target
node. Angle ; is computed as
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(y — vi)

; = arctan( = Jﬁz)) (2.50)
where (z,y) is the position of the target node and (x;,y;) is the position of the ith source
node. It is observable in equation (2.16) that in the absence of statistical information about
the NLOS noise, the lower bound of accuracy is independent of the source nodes in a NLOS
position. In addition, this equation shows the positive effect of larger bandwidth and SNR
on the accuracy of the positioning. In the example depicted in figure 2.15 there are six source
nodes positioned on a circle around the target node with equal distances.

r<

Figure 2.15: Example positioning scenario (from [28]).

Figure 2.16 depicts the root mean square error (RMSE) (which is the square root of the
MMSE) for different SNRs and three different values Ny, for the number of the LOS source
nodes. It is observable that the SNR and number of LOS source nodes have a direct affect
on the accuracy of the system. In addition we conclude that when a low SNR signal exists,
it is much more important to have more LOS nodes.
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Figure 2.16: Example positioning scenario (from [28]).
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Chapter 3

Kalman filter and tracking

In the previous section we discussed statistical positioning using some parameters like TOA
and AOA extracted from the received signal at the source nodes. In chapter two we saw that
the accuracy of this approach is heavily dependent on the number of LOS source nodes. In
practice, indoor positioning has to consider moving obstacles, so we can not be sure to have
an ample number of LOS source nodes. Consequently, the accuracy of an indoor positioning
system based solely on statistical approaches may be inadequate. In this section we discuss
an error mitigation technique to increase the accuracy of an indoor positioning system in
practical conditions. The main idea is to use information of previously estimated positions
of the target node to estimate its new position with more accuracy.

3.1 Discrete Kalman filter

Kalman filter estimates the new state of a process in two steps. In the first step, prediction,
the new state of the process is estimated by previous information in the absence of a new
measurement. The second step, correction, uses new noisy measurement as a feedback for
correcting estimated value at the prediction step.

3.1.1 Process model

Kalman filter describes the process using two linear models. The first model, called the
transition model, represents the relation between the new state and the previous state in
the presence of optional control commands and transition noise. The transition model is
expressed as

Xk = AXk,1 + Buk + Wik (31)

where xy is the state matrix of the process in the kth time interval. For example, the state
matrix may include the position of a target node in two dimensions. Matrix A describes the
relation of two successive states in absence of the control command and transition noise. uy
is the optional control command of the system in the kth time interval and B describes the
effect of control commands on the state. Finally, wik is a zero mean white Gaussian noise
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with covariance Q. The second model, called the observation model, describes the relation
between the measurement and the new state as

Zy — HXk + Vi (32)

where zy is the noisy measurement vector in the kth time interval, H describes the
relation between state and measurement in absence of the noise and vy is the measurement
noise which is assumed to be zero mean white Gaussian noise with covariance R.

Note two essential assumptions of the Kalman filter : 1- There are two linear relations
which describe the state transitions and the observation vectors. 2- The transition noise and
measurement noise are zero mean white Gaussian,

3.1.2 Discrete Kalman filter equations

Kalman filter has two steps discussed formerly; prediction and correction. The prediction
step gives an a priori estimate of the new state, X, , based on infromation prior to the kth
measurement. Prediction step is represented as (adapted from [26]):

5\(1: = A}A(k_l + Bllk (33)

where Xy is the final estimate (posteriory estimate) at k — 1th time interval. In the
correction step a posteriory estimate is computed as

where
My = P, HY(HPH" + R)™* (3.5)
P, = AP, ;AT +Q (3.6)
Py = (1 - M H)P, (3.7)

A good intrudction to Kalman filter including more details is given in [26]. A useful obser-
vation from equation (3.4) is that the a posteriori estimate is the addition of the a priori
estimate and a weighted difference between the measurement and predicted measurement.
Note that in equation (3.5) for M we observe that if the measurement error R approaches
zero, M}, becomes H™1, and the a posteriori estimate, Xk, is H 'zy. In other words, due
to the high accuracy of the measurement, we do not use the a priori estimate. On the other
hand, if R becomes significantly larger, M, approaches zero and the a posteriori estimate
is equal to the a priori estimate. In this case, due to large measurement noise we do not
trust the new measurement and just use a prior information. We give an example (from
[28]) to illustrate the usability of the kalman filter. Assume that there are four source nodes
measuring the TOA of a target node which moves with a constant velocity of 1m/s . Each
source node makes four measurements per second. The noise of measurement is modeled
by a zero mean normal distribution with variance of 0.5m?. At each measurement position
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of the target node is estimated by ML algorithm represented by equation (2.36). In this
kalman filter the state vector is

Xk = [Tk, Yk Tk, Y (3.8)
where (zy,yx) and (2, yx) are the position of the target node and its velocity at the kth

measurement. Also the measurement vector is the output of the ML estimator represented
as:

Zy = [xzkv yzk]T (39)
The matrix A in equation (3.1) is
1 0 At 0
01 0 At
A=1o 0 1 o (3.10)
00 0 1

where At is the time interval between successive measurements. This definition for matrix
A is based on the assumption that the target node is moving with a constant speed; so,
for example, our estimate for the new position of the target node and its velocity in the x
dimension are

i’k = Tp_1+ Ati‘k_l (311)

and

~

T = i (3.12)

respectively. The noise matrix in the transition model, equation (3.4) is

Wy = (3.13)

N(0, (At)?)
N(0, (At)?)
which applies a random acceleration in order to compensate possible changes of the target

node’s speed in practice.
Matrix H in the equation (3.4) is

1000
H_(O Lo o> (3.14)

note that our the measurement includes just the position but not the velocity of the
target node. Matrix vy, noise of the measurement, is

ve= (WD) (3.15)

which applies a zero mean normal random noise with 0.5m? variance to the position mea-
surement. Figure 3.1 depicts the probability distribution of the measurement noise for each
of the dimensions.
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Figure 3.1: Probability distribution of the measuerement noise.

Figure 3.2 depicts the result of this example. The black line is the true path of the target
node, crosses are positions estimated by ML and the heavy solid line is the result of applying
the kalman filter.

20 Ref.2 m * MLestimates H
— Kalman filter estimates
18 — Target path

y{m)
iy
=]

g M

0 2 4 6 8 10 12 14 16 18 20

* (m)

Figure 3.2: Kalman filter example (from [28]).
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Chapter 4

Using IEEE 802.15.4a for range
estimate

Range estimation gives an estimate of the distance between two nodes.Ranging protocols are
based on TOA which is discussed in detail in chapter 2. TOA gives us the time of arrival of
the signal at the source node. To compute the range between the target node and the source
node we need to know the departure time of the signal. Then the distance is computed
by multiplying the time of flight (TOF) by the speed of light. Ranging protocols extract
the TOF by different methods. The IEEE 802.15.4a is the first international standard that
provides a specific physical layer capable of wireless ranging. IEEE 802.15.4a standard has
two formats of communication signal; the first one is impulse radio ultra wide-band (IR-
UWRB) signals and the second one is chirp spread spectrum (CSS) signals. The second one,
CSS, is suitable for data communication purposes while the IR-UWB has the capability of
precise ranging. In this chapter we consider the IR signal format.

4.1 IEEE 802.15.4a packet structure

In this section we give a brief overview of packet structure of the IEEE 802.15.4a standard.
Figure 4.1 depicts different parts of the packet which is explained in next subsections.

Preamble SFD PHY Header
{16,64,1024,4096} symbols {8,64} symbols (PHR)

\ )
|

SHR preamble

Data Field

Figure 4.1: IEEE 802.15.4a packet (from [28]).
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4.1.1 Preamble

The network protocols preamble is used to synchronize entities with informing arrival of a
packet. In IEEE 802.15.4a, the length of the preamble is on of 16, 64, 1024 or 4096 symbols.
The symbols used in the preamble part of a packet is one of the eight symbols cited in table
4.1.

Table 4.1: Different choices for the symbols comprising the preamble.

—
=
o,
@D
”~

Symbol
-1000010-1011101-10001-111100-110-100
0101-10101000-1110-11-1-1-10010011000
-11011000-11-11100110100-10000-1010-1
00001-100-100-1111101-1100010-10110-1
-101-100111-11000-1101110-1010000-00
1100100-1-1-11-1011-10001010-11010000
100001-101010010001011-1-1-10-1100-11
0100-10-10110000-1-1100-11011-1110100

OO T = | W N+~

The symbols in 4.1 all have an important property, called perfect periodic auto-correlation,
which reduce the error in ranging caused by multipath propagation. The details of this prop-
erty are out of the scope of this report and is given in [28]. The length of the preamble is
chosen regarding the positioning system demands and performance. For example, a larger
packet size helps low quality receivers to gain higher SNRs while a smaller packet size reduces
the channel occupancy. Lower channel occupancy leads to more efficient energy consump-
tion, and capability of more devices using the same channel. The IEEE 802.15.4a standard
includes a parameter, called figure of merit (FOM), which represents the accuracy of the
range measurement. It is suggested by the standard [20] for positioning systems to start
with the length of 1024 and then adjust the length of the preamble by keeping track of the
FOMs.

4.1.2 start of frame delimiter (SFD)

The SDF is a short sequence with 8 or 64 symbols which signals the end of the preamble and
start the of the physical layer header. In the ranging protocols the arrival time of the signal
and the process time between arrival and sending back an ACK packet should be measured
precisely. The SDF is a narrow to trigger starting and stopping of time counting which is
necessary for a precise timing.

4.2 Ranging protocols on IEEE 802.15.4a

IEEE 802.15.4a has three different ranging protocols. The basic mandatory protocol is two
way time of arrival (TW-TOA). The second one, which is more precise and optional, is
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the symmetric double sided (SDS) TW-TOA. The third protocol, called private ranging,
is designed for systems in which the position information is sensitive and should be kept
private. These three ranging protocols are discussed in the next subsections respectively.

4.2.1 TW-TOA protocol

In the pure TOA system, the target node reports the departure time of the signal; hence
the source node is able to compute the TOF of the signal. This TOA approach dedicates a
necessary synchronization between the target node and the source node; since the departure
time is measured by the target node and is used by the source node. The main advantage
of TW-TOA over the TOA approach is its independence from the synchronization. Figure
4.2 depicts the TW-TOA protocol. The TW-TOA protocol consists of the following steps:

1. The target node sends a ranging request, RE'-RAM E,.,, to the source node, and records
the departure time of the frame, T7.

2. The source node replies to the ranging request after arrival with the RFRAME, ..

3. The target node records the arrival time of the RERAME,.,, T5.

The target node computes the round-trip time 7, as
T, =T, — T (4.1)
and then the TOF between the target node and the source node, called Ty, is given by
Trw =T./2 (4.2)
and the distance between two nodes is given by
d =Ty (4.3)

where c is the speed of light. With three distances from three source nodes, the target node
can determine its position based on the known positions of the source nodes. In practice,
as is depicted in Figure 4.2, there is a delay on the source node side between receiving of
the REFRAME,., and sending RFRAMFE,., called the turn around time TB. Due to the
high speed of the light, a T2 of nano-seconds causes a ranging error of tens of centimeters.
Consequently, it is important to have an accurate estimate of the T}2.
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Data request i
5 RFRAME
. “Data confirm > &
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Figure 4.2: TW-TOA ranging protocol (from [28]).

IEEE 802.15.4a uses a more advanced TW-TOA approach which gives an estimate of
the T}, to the target node for more accurate ranging. Figure 4.3 depicts this approach. A
counter in the source node starts when detecting the first symbol of the SFD of RFRAME,.,
and stops when the first symbol of SFD in RFRAME,., is sent. Then, after sending
RFRAME,,,, the source node sends a time stamp report including the stop and start
value of the counter. Finally, the target node sends an ACK back to the source node. Using
this approach, the TOF is computed as

TT — Tt]g

5 (4.4)

Trw =
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Figure 4.3: More accurate TW-TOA (from [28]).

4.2.2 SDS-TW-TOA protocol

One of the error sources in the TW-TOA approach is the clock offset. The crystal oscillators
used in sensor devices (source or target nodes) are not working exactly with the nominal
frequency, so there is a small positive or negative offset in the time measurements. with
the high speed of light, this small offset may cause a significant error in ranging. The SDS
protocol is designed to mitigate the clock offset error. In the SDS protocol, depicted in Figure
4.4, after the target node receives the RFRAME,.,, it sends a second RFRAM E, ., to the
source node. Consequently, each of the nodes has an estimate of the round trip time, 7.,
and turn around time, T},. Finally, the source node sends a time stamp including measured
T, and Ty, to the target node.
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Figure 4.4: SDS ranging protocol (from [28]).
Then the target node estimates the TOF as

TA —TA 4+ (TB —-TP
TSDS:( r ta) 4( T ta) (45)

To observe the merit of the SDS protocol over the TW-TOA protocol, we define the frequency
offsets of the target node and source node e4 and ep as

_ Rfa—Nfa

“TTNR 40
_ Rfp—Nfp

e = N—fB (4.7)

where Rf, and N f, are the real frequency and nominal frequency of the node x. Then
estimates of the TOF given by the TW-TOA protocol and the SDS protocol are represented
as

. TA(1 —- TP
TTW: r( +6A> 5 ta( +eB) (48)

. TA —TA)(1 TB —TB)(1
TSDS:( r ta)( +6A)Z< r ta)( +eB) (49)
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Note that in the indoor positioning systems, measured distances are not much more than
30 meters, therefore the maximum of Ty, and Tspg, which are the time it takes for light to
travel about 30 meters, are in the order of 0.1us. Another point is that the T}, is not just
the response time of the device but also includes the duration of packet, and is on the order
of milliseconds. Consequently, Ty and Tspg are much smaller than 7T;,. The error of each
estimation is represented as

€A — €EB

TTW — TTW = TTWeA —+ 9 T'tf (410)
B . €4~ €B B
Try < T‘ta =Ty —Try =~ 9 Tta (411)
A T 7B 1A
Tsps — Tsps = SQDS (ea+ep)+ %(6,4 —epB) (4.12)
B A _ Tn —Th
Tsps < Tta — Tm = TSDS — TSDS = T(eA — 63) (413)

We observe that the clock offset error is mitigated in the SDS protocol since the T2
is significantly larger than T2 — T/A. Tables 4.2 and 4.3 show some typical results for the
frequency offset error computed by equation (4.11) and (4.13). We see that the SDS protocol
mitigates the frequency offset error significantly.

Table 4.2: Frequency offset error using the TW-TOA protocol (from [1]).
€4 —€p

T2 | 2ppm | 20ppm | 40ppm | 80ppm
100pus | 0.1 ns | 1 ns 2 ns 4 ns
oms | 5 ns 50 ns 100 ns | 200 ns

Table 4.3: Frequency offset error using the SDS protocol (from [1]).

€A — €B
T — T | 2ppm [ 20ppm [ 40ppm | 80ppm
1us 0.0005 ns | 0.005 ns | 0.01 ns | 0.02 ns
10pus 0.005ns | 0.05ns | 0.1ns |0.2ns
100us 0.05 ns 0.5 ns 1 ns 2 ns

4.2.3 Private ranging protocol

In some cases the ranging information is sensitive. A hacker may perform different attacks.
He may just eavesdrop to determine the range and consequently position information. He
may also try to disturb the ranging protocol by sending a fake response. The IEEE802.15.4a
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standard has an optional private ranging protocol which provides some security services.
The first technique used in the private ranging protocol is encrypting the time stamps before
sending them. The rational of this technique is that having all information but the time
stamp the hostile is not able to compute the range between two nodes. Note that this
encryption is performed before sending the time stamp and after time measurements so it
is not time sensitive. The second method used in the private ranging protocol is dynamic
preamble selection (DPS). Through this approach, ranging nodes use a longer preamble
with 127 symbols. The source node and the target node agree on the preamble sequence,
among eight different choices, by passing encrypted messages in the beginning of the ranging
protocol. The preambles must change for each ranging process to protect the system against
reply attacks.
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Chapter 5

Commercial UWB positioning devices

There are several devices in the market produced to use in positioning systems. Our focus
is on those which use UWB technology and specially,are compliant with ITEEE802.15.4a
standard. Following we discuss some of these devices with explaining their advantages and
disadvantages.

5.1 Ubisense technology

The Series 9000 IP sensors of Ubisense company use UWB technology to determine the
position of the Tags (target nodes) in real time. The most important feature of this device
is that it has an array of antennas instead of a single antenna. This feature gives the ability
of using AOA approach in positioning to the Ubisense sensors. As discussed in the second
chapter, manipulating the AOA approaches, positioning system is able to work with fewer
number of sensors. In other words, the position of the target node is determined just if it
is detected by two sensors while without using of the AOA approach, we need three sensors
detecting the target node at least. This feature may cause a significant difference in cost
of a large indoor positioning system. Ubisense sensor’s dimension is 20 x 14 x 6.5 cm for
the smallest option and its weight is 580 g. The company claims that the accuracy of
the positioning sensor is 15 cm. These sensors are able to communicate with each other
over wired or wireless connection and the update frequency for positioning is up to 134 Hz.
Ubisense provides an academic research packages which includes 4 stationary sensors, 10
tags, needed software and support. The price of this package is 12,500 USD. The Ubisense
sensor, to our knowledge, is not programmable for research and development. It is, however,
a good choice for industrial purposes since it has a solid cover, good communication facilities
and AOA measurement.
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Figure 5.1: Ubisense real time location technology (from the Ubisense website
www.ubisense.net /).

5.2 Time Domain technology

Time Domain is another company researching and developing in the field of real time posi-
tioning with UWB signals. P410 is the name of their released product for ultra wideband
ranging and communication. This module is capable of two ranging methods, two way time
of flight (TW-TOF) and coarse rang estimation (CRE). CRE method estimates the range
by the signal strength and is calibrated by TW-TOF with specific intervals. The accuracy
of the CRE is less than accuracy of the TW-TOF but its update frequency is higher. P410
can connect to two antennas simultaneously; hereby it can acts as a radar. As cited in the
brochure, the accuracy of the P410 is 2 cm in the LOS condition and 10 cm in the combined
NLOS condition. This module is programmable and has USB interface. The module dimen-
sion is 7.6 x 8 x 1.6, the measurement range is up to 354 m and the update rate is up to
153.8 Hz.The center frequency is 4.3 GHz and the bandwidth is 2.2 GHz. This module has
some really interesting specification such as its accuracy, however, this technology doesn’t
provide a small, low power and less expensive tag for moving nodes. So all of the nodes
including the target node have to use the main 4.2 W module with above dimension. Time
Domain provides a Devkit which includes 4 P410 modules with their antennas and power
supplies, needed software and 5 hours of support; the price of devkit is 9,995 USD and each
extra P410 module costs 1,995 USD.
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Figure 5.2: Time Domain real time location technology (P410) (from the Time Domain
website : www.timedomain.com/).

5.3 Decawave technology

The Decawave company has a IEEE802.15.4a compliant sensor which is able to perform
positioning by TOA or TDOA approaches. The producer claims that the accuracy of this
sensor working with 1.3GHz bandwidth is +/ — 10 cm. According to the producer website,
the key benefits of this sensor, called DW1000, are precise ranging, long LOS and NLOS
communication range (up to 290m), high data rate (up to 6.8 Mbit/s) and low power con-
sumption. The EVB1000 Evaluation Board is a complete device including the DW1000 IC,
ARM programmable processor, LCD, USB connection and antenna. The dimensions of the
EVB1000 is 7 x 7 cm excluding the off-board antenna and the range of the center frequency
of six available UWB channels is 3.5 to 6.5 GHz. The Decawave’s device is more suitable
for research and development because it is programmable and smaller and it has embedded
LCD and USB connections. The price of the evaluation kit is 606.67 USD, the price of the
module which includes transmitter IC and integrated antenna is about 30 USD and the price
of a single transmitter IC is 14.75 USD.

Figure 5.3: Decawave real time location technology (from the Decawave website :
www.decawave.com/).
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5.4 Zebra technology

The Dart UWB transceiver is a product of the Zebra company. Dart technology provides
positioning with 30 cm precision. The most important feature of the Dart technology is its
small circular tags, 4 cm in diameter, which include an embedded battery for up to 7 years of
life depending on the duty cycle. These tags are compliant with 802.15.4f, an amendment of
802.15.4a which specifies PHYs for UWB RFIDs. The range for this technology is up to 200
m. The Dart technology includes the Dart Hub, Dart Sensors and Dart Tag. The positioning
software is implemented on the Dart Hub. In addition, the Dart Hub provides power, data
and clock for the Dart Sensors. The Dart Sensors act as source nodes to receive the UWDB
from the Dart tags which are attached to moving objects. The positioning approach used in
Dart technology is TDOA. The price of the Zebra demo kit which includes tags and needed
infrastructure is about 12,000 USD.

Figure 5.4: Zebra Dart UWB real time location technology (from the Zebra website :
www.zebracanada.com/).

5.5 Nanotron technology

Nanotron is another company researching and producing in the field of the real time location.
It offers a positioning infrastructure including the anchors (source nodes) and the tags (target
nodes). Two good features of their technology are a LiPo embedded battery for the tags
and adjustable signal power. The main drawback of the Nanotron technology is that uses
the chirp spread spectrum physical layer technology instead of using the impulse radio; that
is why the accuracy of their technology is significantly weaker in comparison with Ubisense
and Decawave. The Nanotron real time location (RTL) technology’s accuracy is 1 m to 3
m. The positioning approach used Nanotron is TDOA. Nanotron provides a test kit which
includes 8 stationary nodes, 5 tags and needed software. The price of this package with
educational discount is 3,833.50 EUR.
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Figure 5.5: Nanotron real time location technology (from the Nanotron website
www.nanotron.com/).

5.6 Apple’s iBeacon

Apple offers a new technology, called iBeacon, which is able to detect iOS or Android de-
vices near a stationary transceiver. The majority of applications of this technology are in
marketing; for example customers can receive the list of sale items in a local store and they
can also pay at the checkout counter without taking wallet out (see [13]). iBeacon works on
bluetooth low energy (BLE) wireless communication and uses narrow bound wireless signals.
Consequently it cannot provide precise positioning as UWB can. iBeacon stationary nodes
can identify devices by their proximity in one of three classes:

e Immediate : Devices within 10 cm or less
e Near : Devices around 2 to 3 m away
e Far : Devices between 3 m and 70 m away
The above ranging satisfies for the goals of iBeacon technology but this accuracy is far from

UWB technologies and is not usable in real time location systems.

5.6.1 Summary

Table 5.1 gives a general comparison between the three UWB positioning systems cited in
this chapter.
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Table 5.1: Comparison between three different UWB positioning systems.

System Estimated | Range up- | Range Size Technology | IEEE
LOS Accu- | date rate 802.15.4a
racy compliant
Decawave 10cm NA 290m 7 x Tcm | IR-TOA Yes
(Eval- and TDOA
uation
Board)
Ubisense 15cm up to | NA 20x14x6.5 | IR-AOA No
134Hz (Stationary | and TDOA
node)
Time 2cm up to | up to 354 7.6x8x1.6 | IR- TW- | No
Domain 153.8Hz TOF and
CRE
Zebra 30cm up to | up to 200m | 4cm diame- | TDOA No
200Hz ter (802.15.4f)
Nanotron 1-3m up to | 50m 11.9x 9.8 x | CSS- No
100Hz 1.8 cm | TDOA
(Stationary
node)
System Bandwidth Price
Decawave 900 MHz 606.67 USD for evaluation kit
and 14.75 USD for IC
Ubisense NA 12500 USD for 4 stationary
and 10 tags
Time Domain 2.2 GHz 9995 USD for 4 modules plus
accessories
Zebra NA 12000 USD for tags and infras-
tructure
Nanotron 80 MHz 3,833.50 EUR for 8 stationary
nodes and 5 tags
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Chapter 6

Summary and future work

6.0.2 Summary

In this report we presented an introduction to the real time positioning of target nodes by
use of UWB signals. We started with the definition and important features of UWB signals
in chapter 1. In chapter 2, we discussed four approaches ( RSS, TOA, TDOA, AOA) for
wireless positioning and the suitability of UWB signals for precise wireless positioning. In
addition, we considered the presence of noise and presented statistical approaches to mitigate
positioning error in practice. Kalman filtering is a common technique used for increasing the
accuracy of dynamic positioning systems. Kalman filtering is discussed briefly in chapter
3. The IEEE802.15.4 international standard defines a physical and MAC layer for devices
implementing UWB positioning. We introduced the IEEE802.15.4 standard and its three
ranging protocols in chapter 4. Chapter 5 gives an introduction to four commercial devices
available for the UWB real-time positioning. Khodjaev et al [14] present a good survey on
NLOS detection and NLOS error mitigation algorithms.

6.0.3 Future work

The main error source of UWB positioning systems is NLOS communication; for example
concrete walls which are fairly common in modern buildings decrease the accuracy of po-
sitioning systems significantly. Consequently, in many NLOS environments the positioning
error is much more than the error in LOS condition and on the order of meters. There are
several approaches to overcome this problem.

The first approach is to detect NLOS measurements and try to mitigate NLOS errors in
these measurements or simply eliminate them. There are many papers which introduce
different methods for this approach. Wann et al [25] introduced a biased Kalman filter to
mitigate the NLOS error. They use the standard deviation and a couple of previous signals
to detect a NLOS signal. Guvenc et al [10] introduce another method for detection and
mitigating of the NLOS error based on channel statistics such as kurtosis. Gao et al [8] sug-
gest a learning algorithm which uses particle swarm to identify and mitigate the NLOS error.
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The second approach is to reduce the cost of covering all of the indoor rooms by LOS
source nodes. With the straight-forward positioning approaches like those we discussed in
section 2.1, we need at least three source nodes to determine the three dimensional position
of the target node. If we want to cover all the indoor rooms with LOS source nodes we
need 3R of source node devices, where R is the number of rooms. Some combined approach
such as AOA/TDOA (see [27] for details) are able to perform three dimensional positioning
with only two source nodes which reduces the cost of needed infrastructure. Note that AOA
source nodes need an array of antennae (at least two antennas) which makes this device more
complex than other source nodes (such as TOA source nodes). Another idea to reduce the
number of needed nodes is to connect more than one antenna to a single source node device
(UWB receiver). If we connect three antennas to a receiver and switch between these three
antennas respectively, we are able to obtain the TOA of the signal from three different known
positions (position of the antennas). Consequently we determine the three dimensional po-
sition of the target node with a single UWB receiver. This approach decreases the cost of
positioning infrastructure to one third of the original amount. Although this approach is less
expensive, it reduces the update rate of positioning. It can be shown that with high update
rate of the commercially available devices and average speed of walking or even running of
humans or robots, the update rate remains satisfactory. Having an ultra wide-band channel
for transmitting the unfiltered signal from the antenna to the receiver is another challenge
of this approach. Galler et al [7] have provided an approach using two antennas to obtain
an AOA/TOA measurement and determine the two dimensional position of the target node
with a single receiver.

Inertial navigation systems (INS) are a family of navigation systems which use motion and
rotation sensors (accelerometers and gyroscopes) to determine the position of a moving node.
The major problem with INS systems is that they lose accuracy with the passage of time.
The third approach to increase the accuracy of positioning in NLOS situation is coupling the
INS and the UWB positioning system. It is declared [3] [29] [6] [11] that these two systems
are able to cover the drawbacks of each other and gain a better result.
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